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Energy crisis
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Ultimate energy needed for one logic operation

kT In2 ~ 3x10-4*Joule
VS.

10uA x 10ns x1IV ~ 1013 Joule

exact lodical histery. Two simple, but representative, models of bistable devices are subjected to a more

Decrease computation itself

IBM Journal, July 1961, p.183
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1. Introduction
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From mathematics to computer

BENEDICT CUMBERBATCH KE I RWKNIGHTLEY
THE IMITATEON GAME

Kurt Godel Alan Turing David Hilbert
Incompleteness Turing machine Formalism
theorem




230 A. M. Toring [Nov. 12,

ON COMPUTABLE NUMBERS, WITH AN APPLICATION TO
THE ENTSCHEIDUNGSPROBLEM

By A. M. TurixG.

[Received 28 May, 1936.—Read 12 November, 1936.]

The ¢computable” numbers may be described briefly as the real
numbers whose expressions as a decimal are calculable by finite means.
Although the subject of this paper is ostensibly the computable numbers.




How does a computer work ?
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George Boole, Claude Shannon, Johan von Neumann

- George Boole (1815 - 1864): Boolean algebra

- Whitehead and Russell (1910): AND, OR, NOT and IMP for Boolean algebra
- Alan Turing (1936): Universal computing machine

- Claude Shannon (1937): Switching logic = Boolean algebra

“Information is

the resolution of
uncertainty.”
-Claude Elwood Shannon

Father of Information Theory @ IE E E

Von Neumann Architecture




Logic processes: Alan Turing, Johan von Neumann, Claude Shannon
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Semiconductors in old era: Moore’s law

“The number of transistors

1 : Moore’s Law
on a chip will double The Fifth Paradigm —
approximately every two
years 2

Gordon E. Moore

Co-founder and Chairman Emeritus of
Intel

Calculations per Second per $1,000
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Kurzweil's extension of Moore's law




Then, what to do?

More than Moore: Upgrade.

“New
Elements technologies for L ‘Q
Existing technologies . heterogeneous
‘ integration of
multiple
‘ functions” :
o Moreoore: eep going.
§ : "E#‘ .
& : : “Conventional
oo dimensional and
2 .. functional
‘[ .« scaling”

New technologies
Beyond CMOS “Invention of a
new information
processing
paradigm”

» year

International Technology Roadmap for Semiconductor




Future of Lithography for scaling

0 Next technology : EUV (Extreme Ultraviolet)

» EUV tool principle » ASML EUV Product Roadmap

Technical challenges: Intermediate focls |\Reticle-stage |

= Optics fabrication
= Coating of EUV mirrors 7
= EUV system metrology
illuminator
Collector ; .
it Design Example
Source-Module o .. .
G Projection optics
< :

Wafer .stage

2010 2012 2013

£ Current Status : 30~40 wf/1hr
* Throughput 2500wf/day (Target 2 1200wf/day)
L (ArF Immersion 250 wf/1hr)

Node \ NA 025 032 05

EUR 42 million

Cost| 460 million)

(maybe) $170 million

> The higher NA (or lower k,) EUV tools enable RIS (IR Tl REU TR AR ST [e] (1=
resolutions down to 11 nm due to high cost and very low throughput




Storage memory: VNAND vs PNAND
Planar NAND
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3D XPoint Technology By Intel and Micron

Intel and Micron announced that they developed 128Gb 3D Xpoint memory technology.

Selector

Memory Cell
Each memory cell can store a single

Ki
Irfgsfo ng the Memor ;axénto 10x Greater Den '|l ‘ ‘
Robert B. Crooke, Senior Vice President of intel (left)
and D. Mark Durcan, CEO of micron (right)

Cell efficiency can be inferred from picture of a wafer

e ~250ea chips in a 300mm wafer. —» ~280mm? for one chip.

* Cell size: 2F? =8 x 101mm? (F=20nm, 20nm process used)

« 350Gb will be achieved for 100% cell efficiency (chip area/ cell
size)

—> 3D Xpoint has ~35% cell efficiency (128Gb / 350Gb)
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New computer system organization

New Paradigms:

-Neuromorphic
Computing
-Material Implication

Emerging devices:
MRAM & STT-MRAM,
PcRAM, ReRAM, FeRAM

Newer Emerging devices:
Mott Memory, Molecular
Memory, Topological

Insulator




Adv. Electron. Mater., 2015, 1400056

Maks ARSI
\Iuw’ﬁ MATERIALS
www.MaterialsViews.com www.advelectronicmat.de

Prospective of Semiconductor Memory Devices: from
Memory System to Materials

Cheol Seong Hwang*

the Facebook server with a total storage
The ever-increasing demand for higher-capacity digital memory shows no size of >500 petabytes at the end of 2014,

sign of declining. The conventional strategy for meeting such demand, i.e. and Soogle handled >7300 petabytes in a
shrinking of the memory cell size, will no longer be useful at some point in fﬁar‘ 1Desplti, gnts already h?%etdaltca S&:e’
the future, owing to economic reasons and performance degradation. Never- © voTme o ca T mpeeed © e

) ) . . increase at even a faster rate. Google is
theless, performance of computing systems will keep improving for the next actually a misspelling of Googol, which

generation information technology. This indicates the necessity to consider a means 10'%, As stated by Bekenstein,
fundamentally disparate approach to enhance memory technology. Here, the approximately  10', although never
current status of computer memory chips is reviewed and the pros and cons proven, corresponds to thf total number of
of the present technology are discussed from computing system, fabrica- particles in our universe.” It is anticipated
K ) ) . ) that the produced and the stored data of
tion technology, and materials points of view. Based on this knowledge, the 2020 will be 44 000 exabytes (=108 bytes),
limitations of the present technologies are described, and the possible solu- suggesting that there is still a plenty of
tions suggested up to now are reassessed. Finally, a shift in the fundamental room for improvements in data storage.
computational paradigm from von Neumann computing to other alternatives Computer used to be a “computing

machine” hiit thev are now exnlnited a<
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New computers?

Neuromorphic computing

Stateful logic computing

DNA memory (not a computer)




Von Neumann computer vs. Human brain

IBM Watson_ S
the Von Neumannst
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Energy for 2 + 3 using Von Neumann computing

Most of energy on conversion

43pd 43) 101, > 5

2 c
‘ o —
i =8
&7 TA LA 25
s 2N B r;\ 35 9.8pJ (98) 3- 11(2)
Sl 5
f ®
F R
~
Energy for small calculation might not g_4 pJ
be so differnet. The way how the small /gtep 9.8pJ (98) 2 - 10(2)
things are organized may make the
difference! Total

26.2pJ




Neuron and synapse




Neuromorphic computing architecture
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Cognitive computing

AlphaGo by Google Deepmind (3, cle Al computer beats human e $Tmillion
champion of complex Go boardgame

Fan Hui, three-time champion of the east Asian board game, lost to DeepMind's
program AlphaGo in five straight games

At last — a computer program that
can beat a champion Go player past4s4

_;jf,_': e ,", e ) -
ALL S Ys TEMS /Ga Hui, the researchers used a larger network of computers

that spanned about]{170 GPU cards and 1,200 standard |
SONGEIRDS ,,;-\\::-;;:,:,Q.*‘\‘:‘\. WHENGENES | processors, or CPUs)This larger computer network both
' s trained the system and played the actual game, drawing on

Nature 529, 484-489 (28 January 2016 the results of the training.
supported by Z bIlllOn neurosynaptic cores containing

f" - billion neurons and 100 trillion synapses running only 1542 d . *el
Improve rom ensity crisis

2 I times slower than real time.
.

o L U OaTaterul
Human brain inspired comﬁﬁtfng based on

Memrristor (cell size<F?)




“IBM Watson Saves a Patient’s Life by Correcting Doctor’s Diagnosis”
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When the condition of Mrs. Yamashita, a 66-year-old patient previously diagnosed with
acute myeloid leukemia, was aggravated even after several months of cancer treatment,
doctors turned to IBM’s Watson for assistance.

Doctors entered the patient’s genetic information into Watson with a database of 25
million clinical and 15 million medical studies. It took only 10 minutes for Watson to
diagnose a different, rare form of leukemia and suggest proper changes in the original
cancer treatment. With the new treatment provided by the analytical supercomputer, Mrs.
Yamashita could leave the hospital last June.

Reported on August 5", 2016
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Memristor: ReRAM

Memristor—The Missing Circuit Element

| IEEE TRANSACTIONS ON CIRCUIT THEORY, VOL. CT-18, No. 5, SEPTEMBER 1971 |

LEON O. CHUA, SENIOR MEMBER, 1EEE

|nalure nanotechnology | VOL 3 | JULY 2008|

Memiristive switching mechanism for
metal/oxide/metal nanodevices

discover analyses . J. JOSHUA YANG, MATTHEW D. PICKETT, XUEMA LI, DOUGLAS A. A. OHLBERG,
bﬁ::u-static clectrom teitorcl that 2 mez;n;:’r DUNCAN R. STEWART* AND R. STANLEY WILLIAMS
¢ disc
IauS'ble " lf not nm
e
e ny! : y” . i
accidenta se that ]
uppo 100
20 unreasonable to :vc been y

It is P'ﬂhapsvicc migh alreacy ity but Was 2

such 2 d; a laborat ry curios B "<

fabrll::‘;d entified! o

imp % o 100

£ L W
Charge-controlled memristance  Flux-controlled memductance ~ ° of——— e P e S I I
de d¢(q) dq . dg  di(p) dg I T T T ‘ 2
‘U:—:——:R(q)l l=—=—_=G((P)U Voltage (V) oltage (V)
dr dqg dt dt ~ dy dr
where where . . .
= Physical mechanism for a memristor based on the
R A 49@) A dq(p) dopant migration theory.
(q) = g Glp) = o

Any kind of material system that shows pinched | — V characteristics can be a memristor, meaning that
most of the ReRAM system, or even phase change memory material, can be considered as the memristor.

138
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Near chaotic behaviors of Neurons and Memristors
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Memristors for new computing paradigms

v" Neuristor by HP group v" Synaptic adaptation by S.H. Jo et al.
Memristive Hodgkin huxley model describing the action Spike-timing-dependent plasticity of potentiation and
potentials within the squid giant axon, or a neuron. depression in synapse. a)
. 03] (a) (b) a
+Vd.:l = n Super-threshold input AV =03 V ] w ) Memristor memristor synapss »
o TN B . -y yate
< KO el ot
031 01 Syrapse }73\;\}% L % y g 03[ L | .
g 00 ‘ 1 Mopenersn DS s S =1 P
@ % % o H S NN < .f\.“-‘r P
I — \ £ 02 f \
Input (c) (d) 5 ]
0.01 Super-threshold output AV = 0.33 V N . oo AT © ’
0.4 z 0
) i 01fs
=021 n Sub-threshold input AV = 0.2V 3 |/ i IV ) .
0.0 §os _f:‘,';:ﬂ‘5 / 02 §
Vie L 017 3 [tiax g0 o L
Neuristor 3 M-|hr€shcld output AV =28 mV — s — Current | ~, \ 0.0EL 1 L 1 1
5 0151 . . ‘ . : N o — Votage VYV 0 40 80 120 160 200
2 2 . 0 1 2 3 2 4 0‘01 0.0 48 96 144 19.0
¢ * e Tin::(()us! * * 0 Voitage (V) Time (sec) (b) Puse #

NATURE MATERIALS | VOL 12 | FEBRUARY 2013 Nano Left. 2010, 10, 1297-1301

v’ Stateful Logic (first by HP group)
combining the logic and
memory chips, fundamentally
eliminates the energy cost
accompanied with the data
input/output step.




Stateful logic

Vol 464|8 April 2010|d0i:10.1038/nature08940 nature

LETTERS

‘Memristive' switches enable ‘stateful’ logic
operations via material implication

Julien Borghetti', Gregory S. Snider', Philip J. Kuekes', J. Joshua Yang', Duncan R. Stewart'{ & R. Stanley Williams'

The author lemristors are
Semiconduc non’s original
for advancii v' Stateful Logic (first by HP group) or state for the
lenged the ¢ combining the logic and ice of a switch.

state variabl
new architec
those availa
resistive me
conductor
strated” ', £
been identif

ristive devic

memory chips, fundamentally
eliminates the energy cost
accompanied with the data
input/output step.

1es both store
me nanoscale
tes or memory
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themselves.
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The 16 binary Boolean operations using IMP

Table $1. Computational Universality of IMP (Material Implication) & FALSE
Operations: the 16 distinct binary Boolean operations on two logic values.

v

Operation Truth Table Equivalent Operation

p 1 1 0 =p

q 1 0 1 =q

TRUE 1 1 1 =pIMPp

pORg 1 1 1 =(p IMP D) IMP g

gIMPp 1 1 0 =gIMPp

p 1 1 0 =(p IMP D) IMP O

pIMP g 1 0 1 =pIMP g

q 1 0 1 = (g IMP 0) IMP O

p EQUAL g 1 0 0 = ((p IMP g) IMP ((g IMP p) IMP D)) IMP 0

Stateful Logic (first by HP group)

combining the logic and
memory chips, fundamentally
eliminates the energy cost
accompanied with the data
input/output step.




Logic cascading: Full adder

a
p
q
t
c
P Q T
Input (p?) (g?) (t?)
Stepl Write P =(pq), Q= (qp) (pq)  (gp) (t?)
Step2 Execute p’€ (p XOR q), g° € (p AND gq) (p’x) (q%y) (t?)
Step3 Write P=(p't), T=(tp) (pt)  (gy)  (tp)
Step4 Execute p”’€ (p’XORt)=s,t’ € (p’ AND t) (sx) (g%y) (tz2)
Step5 Write Q= (gt (sx)  (gt)  (t72)
Step6 Executeq” € (g’ORt) =c (sx) (cy)) (t2)




Stateful logic vs. CMOS logic

Time dimension Time dimension

Dielectric Thin Film Lab, Seoul National University




New computing paradigm

Conventional
Computing

Stateful Logic
Computing

Neuromorphic/cogn
itive
Computing

von Neuman

n architecture

T

Memory

= CPU/
=  Memory




Logic vs. memory evolution

_. 10" \ —

= 1 7

= 10% ; 10 g 1
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10° 10° 10* 10° 10° 1010 10™ 10" 100 10° 10° 10’
CPU Clock [kHz] / CPU Transistors [N] CPU clock [MHz] x transistor # [/10°]

Neuron [N]

= Mammalian brain and computer show a similar evolution trend between the data processing elements
and memory. (The increasing rate of memory density is faster than that of CPU.)
= Memory density should be further increased in order to mimic the human brain.




Adv. Electron. Mater. 2016, 1600090
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NEUROMORPHIC COMPUTING

In article number 1600090, D. S. Jeong et
al. review memristors and their potential
application in new, energy saving forms of
computation, including stateful logic and
neuromorphic computing. Memristors

in a cross-bar array format (background
image) create a two-terminal voltage- or
charge-driven non-volatile memory and
logic component, serving as the critical
circuit element for mimicking the human
brain. Their discussions on stateful logic
are based on material implication logic
(center image).
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Memrristors for Energy-Efficient New Computing Paradigms

Doo Seok Jeong, Kyung Min Kim, Sungho Kim, Byung Joon Choi, and Cheol Seong Hwang*

In this Review, memristors are ined from the fr rks of both von

N and phic ¢ ing architectures. For the former, a new
logic computational process based on the material implication is discussed. It
consists of several memristors which play roles of combined logic processor
and memory, called stateful logic circuit. In this circuit configuration, the
logic process flows primarily along a time dimension, whereas in current von
Neumann computers it occurs along a spatial dimension. In the stateful logic
computation scheme, the energy required for the data transfer between the
logic and memory chips can be saved. The non-volatile memory in this circuit
also saves the energy required for the data refresh. Neuromerphic (cognitive)
computing refers to a c g paradigm that mimics the human brain.

C ly, the phic or cognitive computing mainly relies on the soft-
ware emulation of several brain functionalities, such as image and voice rec-
ognition utilizing the recently highlighted deep learning algorithm. However,
the human brain typically consumes =10-20 Watts for selected “human-like”
tasks, which can be currently mimicked by a supercomputer with power

consumption of several tens of kilo- to meg Therefore,
implementation of such brain functionality must be eventually sought for
power-efficient computation. Several fund | ideas for utilizing the

memristors and their recent prog| in these regards are d. Finally,
material and processing issues are dealt with, which is followed by the con-
clusion and outlook of the field. These technical improvements will substan-

tially decrease the energy consumption for futuristic information technology.

that the total amount of digital data in
2040 (only 25 years from now) will be
=10”® bytes (1 byte = 8 bits), which is
approximately one million times greater
than the current total”) A more inter-
esting (and also sobering) expectation is
that the total number of binary operations
in 2040 will be =10*°, which is an astro-
nomically large number!? The average
energy consumption of binary digital
operations, including logic, memory, and
input/output operations between logic
and memory chips, is currently =0.1 pico-
joules (=10""* Joules). Therefore, if this
rate of energy consumption per binary
operation is maintained, the total energy
expenditure in 2040 for computer opera-
tions will reach =107 Joules, which is far
higher than the total energy that humans
will be able to produce at that time. In
1961, Landauer published a paper on
the theoretical aspects of computation
based on digital logic and demonstrated
that effective computation must be based
on an irreversible process (otherwise,
the input and output cannot be distin-
guished), the unit process of which will
require minimum energy on the order
of =kT (Boltzmann constant x tempera-
ture), which is =10?' Joules at room

1. Introduction
1.1. The Energy Crisis and Information Technology

The amount of digital data worldwide exceeded that of analog
data in 1998 due to the explosive growth of personal com-
puters, smartphones and enterprise systems.'l It is expected

temperature*l This estimate means that the aforementioned
energy consumption in 2040 could be decreased by a factor
of =10, which appears to be quite promising. However, what
Landauer showed is that this energy is a sort of fundamental
limit (energy for one thermodynamic degree of freedom)
without consideration of a detailed method of how binary
states can be represented by a physical entity and what type

Dr. D. S. Jeong

Center for Electronic Materials

Korea Institute of Science and Technology

5 Hwarang-ro 14.gil, Seangbuk-gu, Seoul 02792, Republic of Korea
Dr. K. M. Kim

Hewlett Packard Laboratories

Hewlett Packard Enterprise

Palo Alto, California 94304, USA

Prof. 5. Kim

Department of Electrical Engineering

Sejong Universi

Neungdong-ro 209, Gwangjin-gu, Seoul 143-747, Republic of Korea

DOI: 10.1002/aelm.201600090

Ady. Electron. Mater. 2016, 1600030

in Film Lab, Seoul National Universi

© 2016 WILEY-VCH Verlag GmbH & Co. KGaA, Weinheim

Prof. B. ]. Choi

Department of Materials

Science and Engineering

Seoul National University of

Science and Technology

Seoul 01811, Republic of Korea

Prof. C. S. Hwang

Department of Materials Science and Engineering
Inter-university Semiconductor Research Center
College of Engineering

Seoul National Universi

Seoul 151-744, Republic of Korea

E-mail: cheolsh@snu.ac.kr

wileyonlinelibrary.com

o
TSV

(10 27) 1600090




Future (von Neumann) computer ?
-overcoming quantum limitation-tunneling

- Processing: electron — power, speed
- Communication: photon - speed, power
- Memory: ior — density, stability

Kj} " c

&_a "“
& & S

Processor-centric computing =» Memory-Driven Computing

- From processing-intensive (memory scarce) [
to Memory-intensive (memory abundance)
environment!

- Unlimited access to abundant memory!




DNA memory for digital data archive?

-

f

COULD THE MOLECULE
KNOWN FOR STORING
GENETIC INFORMATION ALSO
STORE THE WORLD’S DATA?

EY ANDY EXTANCE
or Mick Goldman, the sdes of encoding data in
DA started out 253 jokea.

It was Wednesday 16 February 2011, and
Golidman was at 2 hotel in Hamburg, Garmany,
talking with some of his fellow bioinformaticists
about how they could afford to store the reams of
genome sequences and other data the world was
throwing at them. He remembers the sclentists

getting so frustrated by the expense and mitations of conventional
compusting technology that they started kidding aboet sci-fi alterna-
M'ﬂhww‘smmumnﬁmsmmﬁ]m"

Then the laughter smprﬁd “It was a lightbulb moment,” says
Goldman, 3 group leader at Basoinformatics Institute (ERT)
in Hinxton, UK. True, DNAW would be y slow com-
pared with the microsecon for ng or bitsina
silicon memory: It would tzke hours to encode data by synthesiz-
1ng DA strings a specific pattarn of bases, and still more hours o
recover that Information wsing 8 sequencing machine. But with DNA, 2
\ﬂuhhmmgem‘nemmnceluﬂhm\mmlhenakedmh
sheer density of informat DA could be orders of

commentary

il IIILI

they could find 8 workshle ermor-correction scheme. Could they encode
‘bits Inko base pars in @ way that would allow them to detact and umdo
the mistakes? “Within the course of an evening” says Goldman, “we
knew that you could ™

‘He and his EBI colleague Fwan Birney took the 1dea back to their lshs,
and two years later announced that they had successfilly ussd DA
to encode five fles, Including. ek sonnets and a s of
Martin Luther King’s T have 2 dreani speach. By then, biclogsst:
(Church and his team at Harvard University in Cambridge, Massachy-
setts, had umvetled an independent demonstration of DNA encoding”.
But at 730 kilabrytes (kB), the BRI files.comy thelargest DNA archive
ever produced — untll July 7016, when researchers from Microsoft and
the Untversity of Washington daimed alesp to 200 megabrytes (ME).

‘The latest experiment signals that interest in using TNA as 2 storage
medium 1s surging far beyond genomics: the whole world 1s facing a data
crunch. Counting everything from astronomical images and jourmnal
articles to ¥ouTishe videos, the global digstal archive will hitan estimated
44 trillion gigabytes (GB) by 2020, 2 tenfild incressa over 2013 By 2040,
If everything were stored for instant access n, say, the flash memory
mpsuﬂdmmmmﬂﬂmmﬂm)m 10-100 times

supply of microchip-grada sth

That Is one reason wity permanent archives of rarely accessad data.
cmm}yrdyuuddﬁs}nmdmeucmpe:mmmﬁm
Informattion much more densaly than silicon can, but is slower
toread Yot even that approach & bacoming unsustainable, says David
Markowitz, 2 computational neurosclentist at the US Intelligance
Advanced Research Projects Activity (IARPA) in Washington D
It 15 possible to imagine a data centre holding an exabyte (one billlon
pigabytes) on tape drives, he says. But such a centre would require
U551 billlon over 10 years tobulld and maintain, s well 2s umdreds

beyond silicon — perfect for long-term archiving.

“Wee sat down in the bar with naplins and biros” says Goldman,
and started scribbling ideas: “What would you have to do to make that
work?™ The ressarchers’ biggest wormry was that DNA synthesis and
sequencing made mistakes 25 often as 1 1n every 100 nucleotides. This
would rendar large-scabe data storage hopelessly unreliable — umless

of f power. “Maolacular data storage has the potential to
reduce all of those requirements by up to three orders of magnitude”
says Markowitz. If information could be a5 densely asit &5 In
the genes of the bactertum Fscherichia cofi, the world's storage needs
could be met by about a klogram of [VNA (see Storage limits").
Achieving that potenttz] wor't be easy. Before DNA can bacome 2
wiable competitor to conventional storage technologies, researchers

JI i
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Nucleic acid memory

Victor Zhirnov, Reza M. Zadegan, Gurtej 5. Sandhu, George M. Church and William L. Hughes

Mucleic acid memaory has a retention time far exceeding electronic memory. As an alternative storage
media, DNA surpasses the information density and energy of operation offered by flash memory.

nfermation and ¢ommunication

technologles generate vast amounts of

data that will far eclipse todays data flows
(Fig. 1). Memary materlal s mist thearefone
be sultable for high-volume manufacturing
At the same time, they must have elovated
Information stability and limit the energy
= and environmental
oyt it o
Anslysts estimate that global memory
demand — at 3 = 10 bits — will exceed
pm)ecmda]llcon gmmmg 1b

ormation sectlons 1

s.n.d2] To mt uchrequ].mue'ntl,ﬂax.h
memory manufachirers would need
~10° kg of sllicon wafers even though the
total projected wafer sapply 1s ~ 10101 kg
(Supplementary Figs 1 mdz) Such forec asts
mitivate an of unconventional
materlals with cost-competitive performancs
attribites. With information retention times
that rangg from thousands to millions of
years, volumet ric denstty 107 times greater
than flash memory and energy of operation
10" times loss, we belleva that DNA wsed
23 8 memary-storage material in nuclelc
acld memory (NAM) products promises
a viable and compelling alternative to
electromic memary.

In this Commentary, we discuss

the Information retentlon, density and
energetics of NAM — specifically related to
DMA — for nan-blological and non-wolatile

Mmemory 5, ranging from letters
to libraries. The potentlal of NAM has
often been dismissed. as nuclelc aclds are
believed by some to be fraglle and therefore
unreliable. This 1s not the case. For example,
the room-1 half-Iife of anclent
DNAmm‘-’. Indeed, the
complete genomes of an ~ 50,000-year-old
Meanderthal® recovered from Siberia and an
~700,000-year-ald horse* recovered from
the Arctic permafrost (approximate average

erature -4 "C) have been saquenced.

the long-term stability of DMA and its
decay kinetics are poorly understood at &
per-bit {that 15 base) level. As an energy-
barrier modeal shows (Methods), DMA has
a retention time far enceeding elactronic
memory, and it can store Information
rellably over ime. Through first-principle
caloulations, DA has been validated
as 8 modsl material for future NAM
products ts’l"& yplementary Information
section 8). Therefore, we call for increased.
cocperation betwean the biotechnology and
semiconductor sectors to palr previousy

unfathomable technological advances —
stich a5 thoss from the Human Genome
Project — with the scaling expertise of the
semiconductor industry.

Nucleic acid memory as a material
Asa materlal, nuclede aclds are negatively
charged polyelectrolytes with four
menomers (the nuclectides A, T or UL C
and ). Monomers are covalantly bonded
to form palymer chains. Once polymerized,
an Individusl chain can hydrogen-bond
with Itself or with other chains that satisfy
base c . Thess attributes
enﬂ.uwmplmmnuxlemsé?ymthepﬂweroﬂ'
molecular self-assembly, which is made
possible by the thermal fluchaations bet ween
ant: bonds durin,
Vtban-Crick mybrian Dha
bybridizat ion, adenine (A) ﬂ).:mx abasa-
pair with thymine (T}, and guanine (G}
‘pairs with cytosine (C). In A, thymine
18 substitited by uracil (U). By encoding
SEENCE COm| entarity, molecular salf-
assembly can be exploted to pull nuclelc
acids like a ropef, weave them like a fabric?,
decarate them like a scaffold™ and recyde™
them likea thermoplastic. Bayond their
recyclability, muclelc aclds and potential
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Figure 1| Charge of storage needs aver fime. a, Timeline of stared aralogue, digital and fotal data iref. 433 whers the percetage values refer o the faction of
stared digital data b, Prajected gichal memory demand. Actual filled circles:i, ref. 49 i, ref. S0; i, ref. 51 and prejected (open cirches; v, ref. 51; v, ref. 52) data
paints fal between the consenvative sstimate and the upper bound. 5e= also Supplement any Infarmation section 1.

£ MATUREMATERLALS | WOL 15 | AFRIL 2006 | waw. i .com,h b rarmabarias

€ 2015 Macmilan Puibilshars Limiind, part of Springssr Matura. AN righis ressrved  201E Maamillen Publishars Limkad Allrights rasarved




&

/A“\ Vh

VBN SE\JS R
P NEaNEN e\ s

,\‘“’4 £ Vl/\
‘l/\\’ ‘l/\\l

\.
\ “«: "
» ‘ A\ '\\

shadows of the mind. %

DS

s
] K5 10\ Z0N
Uuﬂ‘h,,\‘v,v“\h
O \/,
O AR

ST O SOS T
(SRR

IN

KTH

Dielectric Thin Film Lab, Seoul National University

Consciousness?
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ROGER PENROSE

) /. All thinking is computation; in particular, feelings of conscious awareness
are evoked merely by the carrying out of appropriate computations.
%. Awareness is a feature of the brain’s physical -action; and whereas any

l'l: ]H [ physical action can be simulated computationally, computational simula-

tion cannot by itself evoke awareness.

A SEARCH FOR THE MISSING
SCIERCE OF CONSCIOUSNESS

%. Appropriate physical action of the brain evokes awareness, but this
physical action cannot even be properly simulated computationally.

2. Awareness cannot be explained by physical, computational, or any other
scientific terms.

Dielectric Thin Film Lab, Seoul National University @



“John Conway” Game of Life

Cellular Automata

http://www.youtube.com/watch?v=CgOcEZinQ2I
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