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Computer; where is it from and heading to? 
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Energy crisis 

In 2013, u.s. data centers consumed an estimated 91 

billion kilowatt-hours of electricity. This is the equivalent 

annual output of 34 large (500-megawatt) coal-fired 

power plants, enough electricity to power all the 

households in New York City twice over. Data center 

electricity consumption is projected to increase to 

roughly 140 billion kilowatt-hours annually by 2020, the 

equivalent annual output of 50 power plants, costing 

american businesses  $13 billion per year in electricity 

bills and causing the emission of nearly 150 million 

metric tons of carbon pollution annuall 

× 10-13 J 
per one binary operation 

Total energy consumption 

1027J  >> 
  

Total energy production 

1025J 100billion 

By year 2040, 
Total binary operation of 

Energy consumption of 
U.S data centers in 2013 

=3.3x1017 J 

(Annual output of a plant=500MW) 
NRDC,Aug.2014 

1028 bytes  
 by 2040 

~40,000 exabytes in 2018 



IBM Journal, July 1961, p.183 

kT ln2 ~ 3x10-21Joule 

10mA x 10ns x1V ~ 10-13Joule 

vs. 

Ultimate energy needed for one logic operation 

Decrease computation itself 



Kurt Gödel 
Incompleteness  

theorem 

David Hilbert 
Formalism 

Alan Turing 
Turing machine 

From mathematics to computer 





How does a computer work ? 

(Intel Sandy Bridge 2011) 

CPU + cache 

Memory 

Storage 

Fastest 

Very fast 

Fast Slow 

SRAM (for cache) 
DRAM 

or 

CPU 

Universal Turing Machine 

Automatic Computing Machine (ACE) 



George Boole, Claude Shannon, Johan von Neumann 

- George Boole (1815 - 1864): Boolean algebra 

- Whitehead and Russell (1910): AND, OR, NOT and IMP for Boolean algebra  

- Alan Turing (1936): Universal computing machine 

- Claude Shannon (1937): Switching logic = Boolean algebra 

Von Neumann Architecture 

 



Logic processes: Alan Turing, Johan von Neumann, Claude Shannon 
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Complementary MOS technology in late 1960s 



Semiconductors in old era: Moore’s law 

Gordon E. Moore 
Co-founder and Chairman Emeritus of 

Intel 

“The number of transistors 

on a chip will double 

approximately every two 

years.” 

http://en.wikipedia.org/ 

Kurzweil's extension of Moore's law  

The smaller, the better, the cheaper 



Then, what to do? 

International Technology Roadmap for Semiconductor 

More Moore: Keep going. 

More than Moore: Upgrade. 

Beyond CMOS: Totally new. 

“New 

technologies for 

heterogeneous 

integration of 

multiple 

functions” 

“Invention of a 

new information 

processing 

paradigm” 

“Conventional 

dimensional and 

functional 

scaling” 



 Next technology : EUV (Extreme Ultraviolet)  

 The higher NA (or lower k1) EUV tools enable 

      resolutions down to 11 nm 

 EUV tool principle  
** 2009 International Symposium on Extreme Ultraviolet Lithography 

 ASML EUV Product Roadmap  

Cost 
EUR 42 million 

($60 million) 
(maybe) $170 million 

 Therefore, need alternative memories  

     due to high cost and very low throughput  

Future of Lithography for scaling 

 Current Status : 30~40 wf/1hr 

 Throughput ≥500wf/day (Target ≥ 1200wf/day)  

  (ArF Immersion 250 wf/1hr) 



Storage memory: VNAND vs PNAND 

Ch. Hole layer 

Vertical NAND 

Planar NAND 

- Large portion for contact area 

- Difficulty in reducing hole size and hole to hole space 

- Low performance of poly-Si channel 

128 Gb PNAND Chip size  

: 173.3 mm2  

24 layer stacked, 128 Gb VNAND Chip size: 133 mm2  

Cell area : 1 

Contact area : x? 

 Samsung has begun mass production of 256Gb, 48 layer stacked VNAND. 



3D XPoint Technology By Intel and Micron 

Robert B. Crooke, Senior Vice President of intel (left) 

and D. Mark Durcan, CEO of micron (right) 

Cell efficiency can be inferred from picture of a wafer 

• ~250ea chips in a 300mm wafer. → ~280mm2 for one chip. 

• Cell size : 2F2 = 8 x 10-10mm2 (F=20nm, 20nm process used) 

• 350Gb will be achieved for 100% cell efficiency (chip area / cell 

size) 

 

 3D Xpoint has ~35% cell efficiency  (128Gb / 350Gb)  

 Intel and Micron announced that they developed 128Gb 3D Xpoint memory technology. 



New computer system organization 

New Paradigms: 

 

-Neuromorphic  

Computing 

-Material Implication 

Emerging devices: 

MRAM & STT-MRAM, 

PcRAM, ReRAM, FeRAM 

Newer Emerging devices: 

Mott Memory, Molecular 

Memory, Topological 

Insulator 

CPU 

Hwang, Adv. Electron. Mater. 1400056 (2015)  



Adv. Electron. Mater., 2015, 1400056 



New computers?  

- Neuromorphic computing 

 

- Stateful logic computing  

 

- DNA memory (not a computer) 



2 + 3 = ? 
  10  
+11  
101 

 

Carry Sum 

X Y S 

0 0 0 

1 0 1 

0 1 1 

1 1 0 

X Y C 

0 0 0 

1 0 0 

0 1 0 

1 1 1 

S = X + Y C = X  Y 

Sum Carry 

2 + 3 = 5 
No sum, no carry.  

It is just 5! 

Von Neumann computer vs. Human brain 
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X  Y 20MW 

IBM Watson  
the Von Neumann supercomputer  

20W 



2 → 10(2) 

3 → 11(2) 

  10(2) +11(2) =101(2) 
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/step 9.8pJ (98) 

9.8pJ (98) 

2.1pJ (21) 

4.3pJ (43) 

Total  

26.2pJ  

101(2) → 5 

Most of  energy on conversion 

Energy for 2 + 3 using Von Neumann computing 

Energy for small calculation might not  

be so differnet. The way how the small 

things are organized may make the  

difference! 



Neuron and synapse 

- Massively parallel computing 

- Analogue-like and asynchronous 

- Stateful and near chaotic 

- ~1 pJ per spike 

- Search for “best” not “correct” solution 



Neuromorphic computing architecture 



New hardware and/or software that mimics the functioning of the 
 human brain/mind 

Adaptive 

Interactive 

Iterative 
Stateful 

Contextual 

Improved from the “in-silico” to solve the energy and memory density crisis 
 

Human brain inspired computing based on  
Memristor (cell size<F2) 

Cognitive computing 

연구진은 이렇게 만든 트루 노스 칩으로 길거리
를 지나는 사람과 자동차·자전거 등의 물체를 실
시간으로 식별해 내는 데 성공했다. 400X400화
소의 화질로 초당 30프레임씩 움직이는 동영상을 

처리하는 데 든 전력은 63mW(1mW=1000분의 

1W)에 불과했다. 

이는 최근 구글이 일반 컴퓨터 칩을 사용해 동영
상 속 고양이와 사람의 얼굴을 구별하는 시스템
을 만들었을 때 1만6000개의 칩과 

100kW(1kW=1000W)의 전력을 사용했던 것과 

대조적이다. TrueNorth chip by IBM   
supported by 2 billion neurosynaptic cores containing 530 
billion neurons and 100 trillion synapses running only 1542 
times slower than real time. 

28nm SRAM 

(100-105F2) 

 

Snapdragon 820 processor (2015) by Qualcomm 
 based on Zeroth neural processing unit (NPU). 

AlphaGo by Google Deepmind 

Nature  529, 484–489 (28 January 2016) 

$1million 

In March 2016, AlphaGo will face its ultimate 

challenge: a 5-game challenge match in Seoul 

against the legendary Lee Sedol, the top Go 

player in the world over the past 

decade.(AlphaGo website) 



“IBM Watson Saves a Patient’s Life by Correcting Doctor’s Diagnosis” 

When the condition of Mrs. Yamashita, a 66-year-old patient previously diagnosed with 

acute myeloid leukemia, was aggravated even after several months of cancer treatment, 

doctors turned to IBM’s Watson for assistance. 

 

Doctors entered the patient’s genetic information into Watson with a database of 25 

million clinical and 15 million medical studies. It took only 10 minutes for Watson to 

diagnose a different, rare form of leukemia and suggest proper changes in the original 

cancer treatment. With the new treatment provided by the analytical supercomputer, Mrs. 

Yamashita could leave the hospital last June. 

 

Reported on August 5th, 2016 



Any kind of material system that shows pinched I – V characteristics can be a memristor, meaning that 
most of the ReRAM system, or even phase change memory material, can be considered as the memristor.  

 Physical modeling of the pinched I-V hysteresis 
based on the charge controlled memristance theory 

 The hysteresis is found in a RRAM device. 

Charge-controlled memristance Flux-controlled memductance 

Memristor: ReRAM 

 Physical mechanism for a memristor based on the 
dopant migration theory. 



L. Chua “Biological neurons are poised at 

the edge of chaos”  

Near chaotic behaviors of Neurons and Memristors 

 The resting states of neurons are very near 
chaotic behavior, so even a minute perturbation 
can make the neurons fire with apparently 
chaotic behavior. 

 It is similar to the drastic change in resistive 
status of a memristor driven by minor change in 
input voltage. 
 

Typical Negative differential resistance (NDR) in memristors 

△Vin 

△Rout 

△Vin 

△Rout 



Memristors for new computing paradigms 

 Neuristor  by HP group 
 Memristive Hodgkin huxley model describing the action 
potentials within the squid giant axon, or a neuron.   

 Synaptic adaptation by S.H. Jo et al. 
 Spike-timing-dependent plasticity of potentiation and  
depression in synapse. 

 Stateful Logic (first by HP group) 
combining the logic and 
memory chips, fundamentally 
eliminates the energy cost 
accompanied with the data 
input/output step.  



Stateful logic 

 Stateful Logic (first by HP group) 
combining the logic and 
memory chips, fundamentally 
eliminates the energy cost 
accompanied with the data 
input/output step.  



The 16 binary Boolean operations using IMP 

 Stateful Logic (first by HP group) 
combining the logic and 
memory chips, fundamentally 
eliminates the energy cost 
accompanied with the data 
input/output step.  



Logic cascading: Full adder 



Stateful logic vs. CMOS logic 



New computing paradigm 

CPU/ 
Memory 

Brain-like 

Conventional 
Computing 

Stateful Logic 
Computing 

Neuromorphic/cogn
itive 

Computing 

CPU 

Memory 

von Neumann architecture 

I/O 



 Mammalian brain and computer show a similar evolution trend between the data processing elements 
and memory. (The increasing rate of memory density is faster than that of CPU.) 

 Memory density should be further increased in order to mimic the human brain.  

Logic vs. memory evolution 
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Adv. Electron. Mater. 2016, 1600090 



Future (von Neumann) computer ? 
-overcoming quantum limitation-tunneling 

- Processing: electron – power, speed 

- Communication: photon – speed, power 

- Memory: ion – density, stability 

- From processing-intensive (memory scarce)  

to Memory-intensive (memory abundance)  

environment! 

- Unlimited access to abundant memory! 

e- 

i+ 

p0 



DNA memory for digital data archive? 



Consciousness? 





Cellular Automata 

 http://www.youtube.com/watch?v=CgOcEZinQ2I 

“John Conway” Game of Life 


